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ABSTRACT 
We propose in this paper a general solution for com- 
bined speech and audio coding. Particularly, we de- 
scribe a speech/music discrimination procedure for mul- 
ti-mode wideband coding. The speech/music decision 
is updated only when a low-energy frame is detected, 
and kept unchanged otherwise. The signal is classified 
using second-order statistics of discriminant parame- 
ters. An experimental CELP/transform coder oper- 
ating at 16 kbit/s is demonstrated. Results show im- 
proved performance when compared to single-mode en- 
coding. 

1. INTRODUCTION 

Current speech and audio coders fail to achieve good 
quality on a variety of wideband audio signals at low 
bit rates. Recent advances have considered hybrid ap- 
proaches such as multi-mode coding based on open- 
loop [l] or closed-loop [2] mode decision, or backward- 
forward linear predictive coding [3, 41. In this paper 
we propose to employ high-level open-loop signal clas- 
sification consisting of a speech/music discrimination 
(SMD). Figure 1 illustrates the encoding principle in a 
simplified case, where we consider an automatic switch 
between two mode coders only: a speech and an au- 
dio coder. The problem could be further generalized 
to select the best coder among a collection of available 
speech and audio coders, given some channel informa- 
tion or some user defaults. 

Several constraints can be set to render the discrim- 
ination tractable and to ease the system design. Firstly, 
we aim at minimizing changes inside coders, so one re- 
quirement is to have a reset command used to reini- 
tialize a coder before operation. Secondly, multi-mode 
coders usually cause audible artifacts when switching 
from one mode to another. Instead of designing any 
transient or intermediate mode, we prefer to  allow swit- 
ches in low-energy frames or silences only. Finally, 
the default coder is set to the audio coder, since it 
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yields better performance on more general audio ma- 
terial than the speech coder. For all these reasons, the 
speech/music discrimination problem is formulated as 
a combination of signal activity detection together with 
a speech/non-speech discrimination. Note that the pro- 
posed source-controlled encoding solution is independent 
from the real nature of mode coders. We consider here 
a CELP coder for speech and a transform coder for 
music. 

C 

Figure 1: Encoder architecture. 

Speech/music discrimination is described in Section 
2. Section 3 will present the discrimination perfor- 
mance and subjective audio quality obtained from an 
experimental wideband ACELP/G.722.1 coder operat- 
ing at 16 kbit/s. 

2. SPEECH/MUSIC DISCRIMINATION 

The speech/music discrimination is essentially based 
on the classical pattern recognition framework consist- 
ing of feature extraction followed by classification. To 
maximize the performance of the classifier we use a 
long lookahead. In this paper we restrict its value to 
500 ms. Relaxing the delay constraint helps to  achieve 
good discrimination performance using long-term pa- 
rameter trajectories. 

Figure 2 shows a block diagram of the proposed 
signal classifier. In the following we describe each sub- 
block separately. The signal/noise discriminator is de- 
rived from a voice activity dectector (VAD). Its detailed 
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modc hit 7- 
Figure 2: High-level description of the speech/music 
discriminator. 

description can be found in [5]. 

2.1. Parameter estimation 

Because of the variety of music signals, speech/music 
discrimination is essentially based on speech character- 
istics. We have used a small set of time and frequency 
parameters extracted framewise. The parameter vec- 
tor can be written 4 ( k )  = (e ,v ,gp,r2)  at each frame 
index k. We compute the short-term energy e of the 
input signal every 5 ms on frames of length 15 ms using 
a Hamming window. This parameter is related to the 
syllabic articulation of speech. The pitch is another im- 
portant speech characteristic. Its variation is slow but 
seldom null. For music, these variations are either null 
or rapid. We use a cross-correlation based algorithm 
to find a rough estimate for the pitch delay every 5 ms 
together with the pitch gain g p .  The pitch value is re- 
fined using coherence with the neighbouring frames, a 
voicing measure v is then defined by tracking the pitch 
evolution relatively to some predefined thresholds. The 
parameter 7-2 represents the evolution of the formants 
in the signal. We compute the LSF vector w ( k )  from 
a linear predictive analysis of order 16 and check the 
correlation ~2 with a preceding frame, where 

2.2. Long-term statistics and normalization 

Trajectory patterns are discriminated based on the se- 
cond-order statistics of the parameter vector +. Some 
more elaborate techniques could also be used, such as 
hidden Markov models. The discrimination efficiency 
increases with the size of the lookahead used to  com- 
pute the statistics. We found that a length of 500 ms is 
a good compromise between global discrimination effi- 
ciency and local switching accuracy. The statistical fea- 
tures are the mean pe and the variance C T ~  of the time 
envelope, the varhnce of the pitch gain, and the 
variance a& of the inter-frame LSF correlation. They 

were normalized in the same range to prevent parame- 
ters from having more importance from one to another 
in the classification step. Some non-linear scaling func- 
tions was also applied to obtain marginal pdf’s close 
to a Gaussian shape (see Figure 3). The feature vector 
@(k) can eventually be written as (pe,  a:, v, nip, CT:~) .  

2.3. Speech/music classification 

The reader is referred to [6] for a comparison of several 
classifiers applied to  speech/music discrimination. We 
retain here the Gaussian mixture models (GMM) only. 
It is a statistical parametric technique which models 
each class of data by a linear combination of several 
multivariate Gaussians in the feature space. The mean 
vectors and covariance matrices of the Gaussians can 
be derived iteratively by the expectation-maximization 
algorithm [7]. 

After classification, the S/NS decision is post-pro- 
cessed by an hysteresis based on the previous decision. 

Figure 3: Distribution of features (nip, cF2) and related 
marginal probability densities. 

2.4. Final mode decision 

The switching procedure consists of resetting the coder 
chosen by the classification. Signal distortion is limited 
by constraining the switching decision in low-energy 
frames according to the VAD decision, as explained in 
Figure 2. The S/NS discrimination is effective only in 
these parts of the signal. The preference is given to 
the audio coder, because of its generality. The CELP 
coder is used only when clean speech is detected. 

3. RESULTS 

Table 1 shows the estimated average error probabil- 
ities of the S/NS classification for different numbers 
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of Gaussians and with the high-level hyteresis logic. 
These results were obtained with a training database 
of 1 h, and a test database consisting of over 40 mn 
of audio material. The audio files were composed of 
multilingual clean speech and different types of music. 
The maximum likelihood (hlL) classifier corresponds 
to multivariate Gaussian classification using one. Gaus- 
sian only. It is sufficient when data have exact Gaus- 
sian shape, but in practice, the performance usually 
increases with the number of Gaussians. 

Table 1: Average error rates for speech/non-speech de- 
cision (S/NS). 

With 

5-GMM 
10-GMM 3.17 2.17 
20-GMM 3.03 1.98 

These classification statistics are strongly database- 
dependent, since transients or mixtures of speech/music 
may easily deteriorate the results. 

Figure 4: Output example of signal detection (VAD) 
and speech/non-speech classification (S/NS) . 

Note that by using a VAD decision to allow switch- 
ing during signal inactivity only, erroneous S/NS deci- 
sions are not considered, as described in Figure 4. 

3.1. Coding performance 

The speech/music discriminator has been inserted into 
a two-mode audio coder operating at 16 kbit/s. One 
bit per frame was needed to describe the selected mode, 
as shown in Figure 1. The speech coder was an ACELP 
coder - similar to that of [2]. The audio coder was an 
implementation of the G.722.1 coder based on the de- 
scription given in [8]. Its bit rate was reduced to 16 
kbit/s (minus one bit per frame). The overall subjec- 
tive quality was improved compared to single coders. 

4. CONCLUSION 

We presented a general coding solution based on speech/ 
music discrimination. A large lookahead was used to 
garantee good classification performance. For this rea- 
son, it is suitable only for broadcasting or storage. 
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